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Weakly-supervised temporal action localization (WTAL) aims
to classify and locate action instances in untrimmed videos with
only video-level labels. We argue there are two limitations that
hinder the performance of WTAL.

Limitations:

• The short temporal span of snippets. A complete action
instance usually covers a relatively long temporal span,
while a snippet is unable to observe the full dynamics of the
action instance.

• The inappropriate initial features. Most WTAL methods
directly use the RGB and optical flow features extracted by
pre-trained models, e.g., I3D, which are customized and
trained for trimmed video action classification rather than
WTAL.

Motivations:

• Temporal Feature Enhancement Dilated Convolution
Module (TFE-DC) enlarges the receptive field, enabling the
model to obtain temporal information of complete action
instances and eliminating incoherence of temporal
information caused by the short temporal span of snippets.

• Modality Enhancement Module keeps the consistency
between the two modalities and introduces improved optical
flow features to enhance RGB features.
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Given a set of 𝑁 untrimmed videos 𝑣𝑛 𝑛=1
𝑁 and the video-level

categorical labels 𝑦𝑛 𝑛=1
𝑁 , where 𝑦𝑛 ∈ ℝ

𝐶 is a normalized multi-hot
vector and 𝐶 is the number of action categories, the goal of WTAL is
to generate classification and temporal localization results of all
action instances as action proposals for each video.

We divide each video 𝑣𝑛 into 16-frame non-overlapping snippets and
sample a fixed number of 𝑇 snippets to represent the video. The

RGB features 𝑋𝑛
𝑅𝐺𝐵 = 𝑥𝑛,𝑖

𝑅𝐺𝐵
𝑖=1

𝑇
and the optical flow features

𝑋𝑛
𝐹𝑙𝑜𝑤 = 𝑥𝑛,𝑖

𝐹𝑙𝑜𝑤
𝑖=1

𝑇
are extracted from the sampled RGB snippets

and optical flow snippets respectively with the pre-trained feature

extractor, i.e., I3D. 𝑥𝑛,𝑖
𝑅𝐺𝐵 , 𝑥𝑛,𝑖

𝐹𝑙𝑜𝑤 ∈ ℝ𝐷are features of the 𝑖-th RGB

snippet and optical flow snippet, and 𝐷 is the feature dimension.

Figure 1: An overview of the Temporal Feature Enhancement
Dilated Convolution Network, which consists of four parts: (1)
pre-trained feature extractor that outputs RGB features and
optical flow features; (2)Temporal Feature Enhancement
Dilated Convolution Module (TFE-DC Module) that generates
enhanced optical flow features and temporal attention weights;
(3) Modality Enhancement Module that generates enhanced
RGB features and spatial attention weights; (4) classifier and
element-wise multiplication that generate the Temporal Class
Activation Sequence (TCAS) and suppressed TCAS.

Table 1 and Table 2 show 
the results on THUMOS’14 
and ActivityNet v1.3. The 
evaluation metric is the 
mean Average Precision 
(mAP) under different 
Intersection-over-Union 
(IoU) thresholds. Our 
method reaches 57.5% 
average mAP (0.1:0.5) on 
THUMOS’14 and 25.3% 
average mAP on 
ActivityNet v1.3.

Figure 2: An overview of the proposed TFE-DC Module. The module
contains a K-layer dilated convolution network (K=3 in this figure) to
enlarge the receptive field and capture dependencies between snippets with
different temporal scales. It also has an attention weights generation
mechanism that averages the attention weights obtained from the outputs
of each layer. This makes the final attention weights 𝐴𝑛

𝐹𝑙𝑜𝑤 can cover
temporal information of receptive fields with different sizes.

Figure 3: An overview of the proposed Modality Enhancement Module.
This module aims to enhance RGB features 𝑋𝑛

𝑅𝐺𝐵 with the help of
enhanced optical flow features 𝑋𝑛

𝐹𝑙𝑜𝑤∗. The sharing convolution layer is
beneficial to make weights distributions of the two modalities approached.
The enhanced RGB features 𝑋𝑛

𝐹𝑙𝑜𝑤∗ are fed into the filtering module to
obtain spatial attention weights 𝐴𝑛

𝑅𝐺𝐵.

Figure 4: Qualitative visualization of two typical video examples from
THUMOS’14. The results of BaS-Net (baseline), our method, and ground
truth (GT) are shown in blue, red, and green, respectively.

In Figure 4, we demonstrate the results of two typical video
samples. The first example contains category ‘Cricket Bowling’
and ‘Cricket Shot’ and each action instance of these two
categories is extremely short (about 0.6 sec). While the second
example contains the category ‘High Jump’ and each action
instance of this class is relatively long (about 6.1 sec). Our
method has more accurate localization results than the baseline
(BaS-Net), indicating our method effectively utilizes temporal
information. For instance, in the second example, the baseline
method incorrectly combines several action instances into one.
While our method can locate each action instance correctly.


