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INTRODUCTION ———
Re.LU Module
Weakly-supervised temporal action localization (WTAL) aims . — XEiow
to classify and locate action instances in untrimmed videos with P B agiow
only video-level labels. We argue there are two limitations that ReL ® @ Module
hinder the performance of WTAL. Dilated Comvoluton Milaion=2) "
. . . A Filterin
Limitations: ReLU ’@"@" Module
. . Xﬁlaw * Flow
 The short temporal span of snippets. A complete action ~ Dilated Convolution (Dilation = 1) o
Instance usually covers a relatively long temporal span, Figure 2: An overview of the proposed TFE-DC Module. The module
while a snippet Is unable to observe the full dynamics of the contains a K-layer dilated convolution network (K=3 in this figure) to
action instance. enlarge the receptive field and capture dependencies between snippets with
_ _ o different temporal scales. It also has an attention weights generation
* The inappropriate initial features. Most WTAL methods mechanism that averages the attention weights obtained from the outputs
directly use the RGB and optical flow features extracted by of each layer. This makes the final attention weights Af" can cover
pre-trained models, e.g., 13D, which are customized and temporal information of receptive fields with different sizes.
trained for trimmed video action classification rather than
WTAL. Xn , Filtering __ An”
.. v Module
Motivations: P
] _ Sigmoid XRGB:
 Temporal Feature Enhancement Dilated Convolution _>r —
Module (TFE-DC) enlarges the receptive field, enabling the Element-wise
model to obtain temporal information of complete action sharing  Multiplication
Instances and eliminating incoherence of temporal xiow:
Information caused by the short temporal span of snippets. — S
« Modality Enhancement Module keeps the consistency conv Sigmoid
between the two modalities and introduces improved optical Figure 3: An overview of the proposed Modality Enhancement Module.
flow features to enhance RGB features. This module aims to enhance RGB features XX with the help of
_ _ _ enhanced optical flow features XZ'°W*. The sharing convolution layer is
Contributions: beneficial to make weights distributions of the two modalities approached.
The enhanced RGB features XZ'°%* are fed into the filtering module to
/ \ The TEE-DC Module that obtain spatial attention weights ARG5,
reflects the influence of
temporal information at RESULTS AND ANALYSI
different receptive scales p— ——— -
. . . upervision o m oU (%
on final attention weights (Feature) Method Publication | —54—65—03 04 05 06 07 [ 0105 0.1:07
\ / SSN [42] ICCV’17 | 60.3 56.2 50.6 40.8 29.1 - - 47.4 -
Fully TAL-Net [2] CVPR’18 | 59.8 57.1 532 485 428 33.8 208 52.3 45.1
(-) GTAN [24] CVPR’19 | 69.1 63.7 578 47.2 388 - - 35.3 -
P-GCN [39] ICCV’19 | 695 675 63.6 57.8 49.1 - - 61.5 -
I Liu et al. [21] CVPR’19 | 535 468 375 29.1 199 123 6.0 374 29.3
A Modality Enhancement Our method outperforms all Vﬁ;ﬁy Bas-;Iet[m] AAAT20 | 562 503 428 347 251 17.1 93 | 418 336
Module that keeps the (el TSCN [40] ECCV'20 | 589 529 450 366 27.6 188 102 | 442 357
: state-of-the-art WTAL Leceral [17] | AAAT21 | 67.5 612 523 434 337 229 12.1| 516 419
consistency between two h THUM 14 CoLA [41] CVPR'21 | 662 595 515 419 322 220 13.1| 503 409
daliti d enh methods on UMOS AUMN [25] | CVPR21 | 662 619 549 444 333 205 9.0 | 521 415
modallties and ennances and ACt|V|t Net Vl 3 TS-PCA [22] CVPR’21 [ 67.6 61.1 534 434 343 247 13.7 52.0 42.6
RGB features y : UGCT [37] CVPR’2]1 (692 629 555 465 359 238 114 54.0 43.6
Weakl FAC-Net [10] ICCV’21 67.6 621 526 443 334 225 12.7 52.0 42.2
AT CO,-Net [8] MM'21 | 70.1 63.6 545 457 383 264 134 | 544 446
LR ACGNET [38] AAAT'22 | 68.1 62.6 353.1 446 347 226 12.0 52.6 42.5
FICL. [5] CVPR’22 (69.6 634 3552 452 356 237 122 53.8 43.6
DCC [19] CVPR’22 [ 69.0 638 3559 459 35.7 243 13.7 54.1 44.0
Huang et al. [11 CVYPR'22 | 713 23 358 475 M2 254 125 33. 45.1
PROBLEM FORMULATI ASM-Iioc[é]] CVPR'22 | 71.2 25.5 57.1 46.8 36.6 252 134 55.461 45.1
TFE-DCN WACV™23 | 72.3 66,5 58.6 495 40.7 27.1 13.7 g 46.9

Given a set of N untrimmed videos {v,}_, and the video-level

Table 1. Comparisons of our method with state-of-the-art fully-supervised and weakly-supervised TAL methods on the THUMOS' 14

CategOI'ICBJ Iabels {yn}%]:l’ Where yn = RC |S a nOI'ma“ZGd multl_hot ;Zbumtlﬁlgimllj(ﬁrl;ind()li[?)dlr%dﬁbg:il\(l)dtll(z)nir(;);UlltrlmmedNel features and I3D features, respectively. AVG is the average mAP at multiple
vector and C is the number of action categories, the goal of WTAL is
to generate classifica_tion and temporal Iocqlization results of all Table 1 and Table 2 show S . m(;\;@loougg% o
action instances as action proposals for each video. the resu_lts_ on THUMOS 14— giswer 6]l ARATI0 | 345 225 40 332
We divide each video v, into 16-frame non-overlapping snippets and and ActivityNet v1.3. The —— feeN i i s
sample a fixed number of T snippets to represent the video. The evaluation metric is the S = e e
T mean Average Precision e e
RGB __ RGB . ] TS-PCA [22], CVPR’21 34 235 39 23]
RGB features X;} = {xf§ .., and the optical flow features (MAP) under different CCCTL CuiRe. | g0l 5B 30
Flow __ Flow - AN _ - FAC-Net [10], ICCV’21 376 242 60 240
Xn'" = {of }izl_are extracted_ from tr_1e sampled RQB snippets Interseﬁtlor;] OI\(/aler Union i b0 o ol D
and optical flow snippets respectively with the pre-trained feature (loU) thresholds. Oug DCC[19, CVPR'22 | 388 242 57 243
- . Huang et al. [11], CVPR’22 | 40.6 246 59 250
extractor, i.e., 13D. xR¢B xFlow e RDare features of the i-th RGB method reaches 57.5% e Bt = B
- - T - : : average mAP (0.1:0.5) on s sl ik L K b
snippet and optical flow snippet, and D is the feature dimension. TFE-DCN, WACV'23 | 41.4 248 64 253

THUMOS’ 14 and 25.3%

Table 2. Comparison of our method with state-of-the-art WTAL
ave r_'a_ge mAP on methods on the ActivityNet v1.3 validation set. AVG is the aver-
M ET H O D ACthltyN et V13 age mAP at the IoU threshold 0.5:0.05:0.95.
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Optical xFtow Tempora Feaure o : - i U Figure 4: Qualitative visualization of two typical video examples from
Flow M e s B T THUMOS’14. The re:sults of BaS-Net (baseline), our method, and ground
Multipicaion  Suprossed TOAS 5.C truth (GT) are shown in blue, red, and green, respectively.

. _ In Figure 4, we demonstrate the results of two typical video
Figure 1: An overview of the Temporal Feature Enhancement samples. The first example contains category ‘Cricket Bowling’
Dilated Convolution Network, which consists of four parts: (1) and ‘Cricket Shot’ and each action instance of these two
pre-trained feature extractor that outputs RGB features and categories is extremely short (about 0.6 sec). While the second
optical flow features; (2)Temporal Feature Enhancement example contains the category ‘High Jump’ and each action
Dilated Convolution Module (TFE-DC Module) that generates instance of this class is relatively long (about 6.1 sec). Our
enhanced optical flow features and temporal attention weights; method has more accurate localization results than the baseline
(3) Modality Enhancement Module that generates enhanced (BaS-Net), indicating our method effectively utilizes temporal
RGB fteatures and spatial attention weights; (4) classifier and information. For instance, in the second example, the baseline
element-wise multiplication that generate the Temporal Class method incorrectly combines several action instances into one.

Activation Sequence (TCAS) and suppressed TCAS. While our method can locate each action instance correctly.



